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ABSTRACT
As recommender systems are prone to various biases, bias mitiga-
tion approaches are needed to counteract those. In the music sector,
gender imbalance is a particular topical subject. Earlier work has
shown that the gender imbalance in the sector translates to the out-
put of music recommender systems. Several works emphasize that
items representing women should be given more exposure in music
recommendations. This work presents an exploratory analysis of
several bias mitigation strategies. Using a simulation approach, we
explore the effects of different pre- and post-processing strategies
for bias mitigation. We provide an in-depth analysis using state-
of-the-art performance measures concerning gender fairness. The
results indicate that the different strategies can help to mitigate
gender bias in the long term in particular ways: Some strategies ren-
der improvement in the exposure of women in the top ranks; other
approaches help recommend more variety of items representing
women.
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1 INTRODUCTION AND RELATEDWORK
The impact of algorithmic decision-making on people’s daily life
is growing [10]. Thereby, predictions and recommendations made
by algorithms have the power to shape an entire ecosystem. For
instance, in the music domain, streaming platforms have become
one of the main sources of music consumption [19]. Typically, such
platforms integrate music recommender systems (MRS) that learn
from large-scale user behavior and music features [25] to recom-
mend music items tailored to a specific user [7]. The digital music
value chain embraces a wide set of stakeholders, who have different
goals and interests regarding the music being recommended [2, 5].
As a result, what an MRS recommends highly impacts users’ listen-
ing experience [22] and considerably impacts artists regarding, for
instance, exposure and resulting royalty payments [14].

While users frequently perceive algorithmic decisions as objec-
tive [16], many factors make such systems prone to biases, often
resulting in unfair outcomes [7]. In the music domain, research
has addressed a wide scale of biases: for instance, popularity bias
(e.g., [3, 21]), cultural biases (e.g., [1]), age biases (e.g., [8, 23]), and
gender biases (e.g., [8, 9, 13]). For an overview of research address-
ing biases related to fairness in MRS, see Dinnissen and Bauer
[5].

In this work, we specifically address biases related to artist gen-
der. Gender imbalance is a highly topical subject in the music sector
(e.g., [17, 27, 28]). From interviews with artists, Ferraro et al. [14]
learn that artists care about the gender imbalance in the music

industry, a finding partially supported by interviews in Dinnissen
and Bauer [6], too. As artists consider MRS a potential solution to
promote content by women to reach a gender balance in what users
consume [14], Ferraro et al. [13] analyze MRS approaches regarding
gender bias and propose bias mitigation strategies to counteract the
gender imbalance. In a simulation study, they demonstrate breaking
bias amplification in the long term through gradually increasing
exposure of minority genders.

In this work, we build on the findings of Ferraro et al. [13]. Tak-
ing a similar simulation approach, this work aims to explore the
effects of different pre- and post-processing strategies for bias miti-
gation. While our work focuses specifically on gender imbalance
in the music industry, our contribution is relevant beyond the gen-
der attribute and the music domain: minority attributes and bias
mitigation are highly relevant in a wide scale of domains.

This paper is structured as follows: Next, we present the adopted
methods, including the proposed mitigation approaches, the used
datasets, and the employed metrics (Section 2). After presenting
the results (Section 3), we discuss the findings in Section 4. We
conclude this work with an outlook on future work (Section 5).

2 METHODS
We run a simulation on a subset [11] of the Last.fm 360K dataset [3].
We use an Alternating Least Square (ALS) algorithm [18] to gen-
erate recommendations with different pre-processing and post-
processing variations as bias mitigation strategies.

First, we describe the proposed mitigation strategies. After that,
we present the dataset and the employed metrics, and outline the
simulation approach.

2.1 Approaches
We choseALS as the basis for our analysis because it is a well-known
algorithm for collaborative filtering in the music domain. Each miti-
gation strategy (𝑆) builds on ALS, where we use pre-processing and
post-processing techniques. All these techniques are based on the
assumption that changing the order in which the recommendations
are presented to the users—increasing the exposure that items rep-
resenting women receive—would positively affect reaching gender
balance.

Two strategies post-process the output of the original ALS algo-
rithm:

• 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡
𝑝𝑜𝑠𝑡 : Move the first recommendation of a woman to
the first position.

• 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 : From the recommended list generated by ALS
take interleaved items of each group of genders.

For another strategy, we pre-process the data used to train ALS.
We split the artist items representing men into two groups (𝑆𝐷𝑖𝑣1

𝑝𝑟𝑒
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and 𝑆𝐷𝑖𝑣2
𝑝𝑟𝑒 ) and train independent ALS models for each group to-

gether with all items representing women. This way, the proportion
of items representing women and men is similar in the data used
to train each model. We then combine (𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑

𝑝𝑟𝑒 ) the results gen-
erated from each of the two models model (𝑆𝐷𝑖𝑣1

𝑝𝑟𝑒 and 𝑆𝐷𝑖𝑣2
𝑝𝑟𝑒 ) for

each user: we do a weighted average of the scores of each model;
as a result, items representing women—that are in both lists—have
higher chances of getting in the final list.

ALS without any adaptations serves as the baseline (𝑆𝐴𝐿𝑆 ).

2.2 Dataset
For our exploratory analysis, we rely on a dataset provided by Fer-
raro et al. [11]. It is a subset of the Last.fm 360K dataset [3] enriched
with artist gender information collected from MusicBrainz.org
(MB)1 as used in Ferraro et al. [13]. This dataset contains ‘solo’
artists—thus, where the artist is an individual person—for which
MB reports the gender (in MB: female or male). We are well aware
that this binary gender classification does not reflect the multitude
of gender identities [26]. However, to the best of our knowledge,
there is no dataset that goes beyond this binary gender classifi-
cation.2 The dataset contains 46, 469 artists, of which 10, 535 are
women and 35, 922 are men [11]. Following the procedure of Fer-
raro et al. [13], we consider only users and artists with more than
30 interactions to have sufficient data for training and evaluation.
Thus, we remain with 220, 444 users and 12, 900 artists, of whom
about a third represent women. We randomly select for each user
80% of the items for training and 20% for test.

2.3 Metrics
We use several metrics to understand the system’s behavior from
different perspectives:

• Accuracy.We use 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃@𝑘), normalized discounted
cumulative gain (𝑛𝐷𝐶𝐺@𝑘), and Mean Average Precision
(𝑀𝐴𝑃@𝑘) to measure the accuracy of the algorithms.

• Diversity.With the overall Coverage (𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@𝑘), wemea-
sure the number of different artists globally recommended;
overall and differentiated by gender. In addition, we use the
Gini index (𝐺𝑖𝑛𝑖@𝑘), which measures how concentrated
the recommendations are on a few artists. A Gini index
of 1 indicates that all recommendations are identical for all
users, whereas a value of 0 means they are all different.

• Exposure.Weparticularly focus on the position in the recom-
mendation rankings because users interact more frequently
with only the top-ranked items (i.e., position bias) [4]. To
this end, we average for each user the position of the first
occurrence of content by a woman (with the highest rank on
position 0) in the recommendation ranking.

• Representation. We use the percentage of items representing
women in the recommendations to measure representation.

2.4 Simulation
We use a simulation to mimic feedback loops to study the long-
term effect of the proposed mitigation strategies. We follow the

1http://musicbrainz.org
2For an overview of current practices concerning the use of gender in research on
information access, see Pinney et al. [24].

procedure used in previous works [12, 13, 20, 30]: For each user, we
take the system’s recommendations and increase the counter in the
original user–artist matrix, simulating that the users listened to all
items recommended by the system in the top 10. We then retrain
the model and compute recommendations for the next iteration.
We repeat this procedure for a total of 20 iterations.

3 RESULTS
3.1 Accuracy metrics
As concerns the accuracy metrics that consider ranking (𝑛𝐷𝐶𝐺
and𝑀𝐴𝑃 ) in Fig. 1 and Fig. 2 respectively, we see that the various
mitigation strategies have a significant negative impact on perfor-
mance. 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 is the one where performance is affected least
(reducing 𝑛𝐷𝐶𝐺@10 by 13%). However, in terms of 𝑃@10 (Fig. 3),
there is only a marginal performance loss for 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 and 𝑆𝐴𝐿𝑆 .
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Figure 1: 𝑛𝐷𝐶𝐺@10 for all artists
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Figure 2:𝑀𝐴𝑃@10 for all artists

3.2 Diversity
As concerns the overall 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@10 of recommendations for all
artists (Fig. 4), the performance is roughly similar across all mod-
els (𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 , 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 , 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑
𝑝𝑟𝑒 , and 𝑆𝐴𝐿𝑆 ). From Fig. 5, we

see that Coverage of items representing women in the top 100

http://musicbrainz.org
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Figure 3: 𝑃@10 for all artists

(𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@100𝑤𝑜𝑚𝑒𝑛) is far higher for the models offering a higher
proportion of items representing women (𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 , 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑

𝑝𝑟𝑒 , and
the pre-models 𝑆𝐷𝑖𝑣1

𝑝𝑟𝑒 and 𝑆𝐷𝑖𝑣2
𝑝𝑟𝑒 ) compared to the baseline 𝑆𝐴𝐿𝑆 and

𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡
𝑝𝑜𝑠𝑡 .
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Figure 4: 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@10 for all users and artists
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Figure 5: 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@100𝑤𝑜𝑚𝑒𝑛 for items representing women

Fig. 6 shows that the models 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 , 𝑆𝐷𝑖𝑣1
𝑝𝑟𝑒 , and 𝑆𝐷𝑖𝑣2

𝑝𝑟𝑒 improve
the distribution of different artists recommended by a large margin
compared to 𝑆𝐴𝐿𝑆 .
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Figure 6: 𝐺𝑖𝑛𝑖@100 for all artists

3.3 Exposure
As concerns the average first position of items representing women
(Fig. 7), 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 and 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 seem effective as these reach an
average position of 0 for women. Comparing with the impact in
the average first position of items representing men in Fig. 8, we
see that 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 and 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑
𝑝𝑟𝑒 are the ones with more impact

reaching 1.6 compared to 𝑆𝐴𝐿𝑆 that gives the lowest value (0.8).
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Figure 7: Average position of first recommended item repre-
senting a woman. Note, both 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 and 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 equally
render 0 for all iterations.

3.4 Representation
Fig. 9 shows the percentages of items representing women com-
pared tomen. As expected, 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 always recommends 50% items
representing women. 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 provides a slightly higher percent-
age of items representing women than 𝑆𝐴𝐿𝑆 .
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Figure 8: Average position of first recommended item repre-
senting a man
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Figure 9: Proportion of items representing women in recom-
mendations

4 DISCUSSION
Concerning accuracy, we observe that performance decreases for
all models in terms of𝑀𝐴𝑃@10 and 𝑛𝐷𝐶𝐺@10. In terms of 𝑃@10,
the performance remains stable for most models except for the per-
formance loss of 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑

𝑝𝑟𝑒 . The 𝑆𝐴𝐿𝑆—the algorithm without miti-
gation intervention—achieves better accuracy scores than the other
models. Yet, 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 is not far below 𝑆𝐴𝐿𝑆 ; in terms of 𝑃@10,
the performance of 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 and 𝑆𝐴𝐿𝑆 is comparable. While 𝑆𝐴𝐿𝑆

starts well in terms of𝑀𝐴𝑃@10 and 𝑛𝐷𝐶𝐺@10, the performance
drops more compared to 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 and 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 . 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑
𝑝𝑟𝑒 does

not keep up with the other models in terms of accuracy perfor-
mance in the long term; 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑

𝑝𝑟𝑒 starts better than 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 for
𝑀𝐴𝑃@10 and 𝑛𝐷𝐶𝐺@10 but loses quickly.

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@10 in general drops quickly in the first three itera-
tions for all models; thereafter, all seem relatively stable. 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡

reaches comparable𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@10 as 𝑆𝐴𝐿𝑆 throughout all iterations.
𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 and 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑

𝑝𝑟𝑒 are slightly lower in terms of𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@10,
where 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑

𝑝𝑟𝑒 has a stronger drop in the first two iterations
but then keeps up with 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 in the long term. As expected,
the pre-models 𝑆𝐷𝑖𝑣1

𝑝𝑟𝑒 and 𝑆𝐷𝑖𝑣2
𝑝𝑟𝑒 reach low coverage only, as both

are trained on smaller datasets. Compared to the other metrics,

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@100𝑤𝑜𝑚𝑒𝑛 does not evolve smoothly along the iterations
but shows up and downs for all models.While𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@100𝑤𝑜𝑚𝑒𝑛

is similarly low for 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡
𝑝𝑜𝑠𝑡 and 𝑆𝐴𝐿𝑆 , 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑

𝑝𝑟𝑒 achieves far
higher values and 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 even more so. As expected, the pre-
models 𝑆𝐷𝑖𝑣1

𝑝𝑟𝑒 and 𝑆𝐷𝑖𝑣2
𝑝𝑟𝑒 have high values for 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@100𝑤𝑜𝑚𝑒𝑛

because both pre-models are trained on datasets with a roughly
balanced proportion of items representing men and women. Com-
paring the overall 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@10 with 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@100𝑤𝑜𝑚𝑒𝑛 across
all models, we observe that the coverage of women remains rela-
tively stable while the general coverage drops; hence, a larger pro-
portion in coverage refers to women. 𝐺𝑖𝑛𝑖@100 increases steadily
for all models, yet slightly only. Still, there is a discrepancy be-
tween 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 and the pre-models 𝑆𝐷𝑖𝑣1

𝑝𝑟𝑒 and 𝑆𝐷𝑖𝑣2
𝑝𝑟𝑒 , which all

score high on 𝐺𝑖𝑛𝑖@100, and the other models (𝑆𝐴𝐿𝑆 , 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡
𝑝𝑜𝑠𝑡 ,

and 𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑
𝑝𝑟𝑒 ) scoring comparably lower. Again, 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 scores
similar to 𝑆𝐴𝐿𝑆 throughout all iterations.

Regarding exposure, all models are stable throughout the iter-
ations but at different levels. All proposed mitigation strategies
show improvements over 𝑆𝐴𝐿𝑆 regarding the average position of
the first recommended item representing a woman. 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 and
𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 are radical in that regard, as these strategies put one
woman always first (position 0). 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 , in turn, puts the first
man on position 1; with 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 , the first man appears on average
on position 1.6. In general, for all models, we observe a feedback
loop. None of the proposed strategies can break the loop in this
regard. A similar picture is observed for representation, which is
stable throughout the iterations for all models—but at different
levels, with 𝑆𝐴𝐿𝑆 delivering the lowest representation of women.
𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡
𝑝𝑜𝑠𝑡 does only render slightly higher scores.

5 CONCLUSION
With the goal of reaching gender balance in users’ consumption
of music items, we investigated different bias mitigation strategies
that either pre-process the input or post-process the output of
the recommendations. These strategies include affecting only the
position of a single element (as in 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡 , where the highest-
ranked item representing a woman is put on rank 0) or a more
substantial re-organization in the ranking of the recommendations.

The results indicate that the different strategies can help to mit-
igate gender bias in the long term in particular ways. From our
(preliminary) results, we see the effectiveness of the 𝑆𝑀𝑜𝑣𝑒𝐹𝑖𝑟𝑠𝑡

𝑝𝑜𝑠𝑡

strategy in terms of ranking (i.e., the average position of the first
recommended item representing a woman) with only a small impact
on precision. We also see the strong advantage of 𝑆𝐵𝑎𝑙𝑎𝑛𝑐𝑒𝑑𝑝𝑜𝑠𝑡 and
𝑆𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑
𝑝𝑟𝑒 of recommending more variety of items representing
women, with an impact on accuracy, though.

Ourwork comeswith some limitations. For exploratory purposes,
we used a small dataset. Further, we used a random test-training
split, where a temporal split might render different results [29].
We used simple choice models in our simulation, whereas people
typically follow complex choice models [15].

Building on our (preliminary) results, future work will use bigger
and more recent datasets and expand to a larger variety of pre- and
post-processing methods. Further, it is an essential avenue to study
the impact on intersectional groups of artists.
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